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[bookmark: _Toc342220553][bookmark: _Toc89698069]Overview
Tuning a program to a good, if not optimal, state is a time-consuming task. In this lab, you are expected to improve the performance of the provided project. You will first be introduced to how to evaluate the performance of the provided project with various debugging tools and techniques. By doing so, you will notice performance or, in some cases, even functional bugs. 
[bookmark: _Toc89698070]The project Setup
The project is based on RTX and you should not modify the configuration, but make sure the timer clock value is correct for your board. It applies prioritised Round-Robin task switching scheduling with timeout of 50μs. 
There will be three types of tasks:
The init task creates all other tasks, the dispatcher task and all other LED  tasks, and then deletes itself.
The dispatcher task  will dispatch all other LEDs based on the priorities assigned (LED_priority), by raising LED’s RTX priority to 10.
The LED task will turn on an LED, do some computation (delay), turn off the LED, do some computation (delay), set its own priority to 1 and then pass the control to other tasks (dispatcher).
For a dispatch cycle, one LED task will run several times based on the priorities assigned if its LED_priority is 4, then it will be called 4 times in a cycle). All LED tasks will be called at least once during the cycle.  However, different LED tasks take different time to finish, this reflects the preference of the program and is decided by LED_preference. 
The program will stop when it finishes MAX_COUNT cycles (by default 100). So the target is to finish all cycles using least time by carefully choosing the priority strategy that meets the preference of the program.
The precise timing behaviour depends on the random number generator, which will be seeded by the ADC input. So please do not feel surprised by the slightly different results when you run the exact same program many times.
This setup is reasonably artificial and for demonstration purposes only. 



[bookmark: _Toc89698071]Lab Procedure
1. Open the template project. Scan through the code. In particular the LED task and the dispatcher task.
2. Run the code and measure the time of LED activity with an oscilloscope. How long does it roughly take to finish everything? (From the first LED pulse to the last LED pulse.)
Around 0.3 seconds.
3. The end_time=os_time_get(); in the dispatcher task records the ending time in the unit of 10μs. You were introduced to the watch window and memory monitoring function in μVision debugger in previous labs. Recall that this is supported by the ARM CoreSight debugging technology (part of Cortex-M processors) and only global variables can be monitored in real time.
Now run the program in debugger mode and watch the end_time. Does that correspond to the result of Q2?
Yes, the value of end_time is around 30600, which means 0.3 seconds.
4. To what extent is this technique of measuring time intrusive? 
Not very much in terms of timing, but the program has to explicitly record the time: end_time=os_time_get();
5. μVision also supports RTX and provides OS-aware debugging tools. In debug mode, click on the debug menu and select the System and Thread Viewer in OS Support. However the window will not response during debugging as you needs to activate and configure the Serial Wire Viewer (SWV). This is actually similar to the logic analyser and we have introduced how to setup and configure the SWV in previous lab. It enables the debugger to trace the CPU activity in real-time through the serial wire.
Configure the SWV if the project has not done this for you already. In particular, make sure that the Core clock is matched with your board.
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Description automatically generated]And the System and Thread Viewer looks like this:
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The content is self-evident and you can monitor the states of tasks in real time. Please notice that at any given time, there will be only one Running task.
Try to give a simple example when the System and Thread Viewer can help in detecting deadlock situations. 
Two or more tasks in WAIT_SEM while there is only the os_idle_demon always in Running state.
6. Now, try to repeat Q2 and Q3 with the System and Thread Viewer feature on, is it intrusive? Does the timing suffer from having this debug feature?
The effect is not obvious. The timing is still around 0.3s. So you can just assume it is non-intrusive. RTX will store related information in a memory area that is accessible by the debugger so that this feature can be enabled. 
7. Another OS-aware debugging feature is the Event Viewer, (you could have noticed from Q5). Enable that in the debug mode, you will see the Event Viewer (much similar to the Logic Analyzer). Enable that debugging feature.
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And the Event Viewer looks like this:
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You can see it provides a very clear view of what happened, including the transitions between tasks. The number next to the task name is its task ID (OS_TID). Similarly, you can see from the Event Viewer that at any given time, there will be only one task running.
The Event Viewer uses Instrumentation Trace Marcocell (ITM, part of CoreSight Debug technology) and is slightly intrusive, but should not be a problem for this lab. This feature may not be available on some boards.
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This snapshot captures the activity of the first cycle. Try to explain for whatever happened in time order. Does that correspond to the default LED_priority (4,3,2,1)?
Init was created at first. It then created the dispatcher. After that, it also four LED tasks. After that, it deleted itself and as the dispatcher has a priority of 9, it ran after init.
Then the dispatcher dispatched first LED task four times, the second LED task three times, the third LED task two times and the last LED task one time in turn. All other cycles follow the same sequence, but the timing maybe slightly different. This corresponds to the default LED_priority 4,3,2,1.

8. Notice that there are three additional features on the top right corner of the Event Viewer, enable them:
[image: ]
Now if you stop the cursor on a task, it will show more related information, such as:
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You can also measure the time between two points (Delta in the task info window), and the time for that specific running slice.
The task information also includes call times (Called), which is really useful for optimisation. If a task runs more times than you expected, then there could be a problem. Also, in terms of improving the performance, you will be most interested in the task called by most times as improving them will have highest general effect. You can also calculate the execution time for each task by multiplying the call times and the average execution time. The minimum execution time and the maximum execution time are good indicators of the variability of the task as well.

Now run the program and wait until it finishes. Stop the debugger, record call times and calculate the execution times for all tasks and fill in the following table. Do the call times correspond to what you expected? Calculate the sum of execution times for all LED tasks. Assume the execution time of init and dispatcher is negligible - does it approximate to the answer you have for Q2 or Q3? Ideally, we would like to reduce the execution time of the most frequently evoked task, to best optimise the timing performance of our program.
	Task
	init
	Dispatcher
	LED1
	LED2
	LED3
	LED4

	Average Execution time(ms)
	0.4
	0.3
	0.2
	0.1

	Call Time
	1
	1001
	400
	300
	200
	100


It corresponds to the priority set up and the number of cycles executed. 0.4*400+0.3*300+0.2*200+0.1*100=300ms. Around 0.3s.

9. It is suggested that the os_tsk_prio_self(1); is not necessary within the LED task:
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Since the following os_tsk_pass() can give up its current section to dispatcher. Is this true or not? Why?
It is not true, see Q10 for more details.
10. Try to run the program without the line that downgrades LED’s priority. What has happened? Try to explain Q9 based on the result.
Only one LED task will be constantly running or waiting. As it has the highest RTX priority (10, assigned by the dispatcher), any other tasks with lower RTX priority will not be considered by the scheduler even if the LED task executed os_tsk_pass();, the scheduler will dispatch the LED task after that.
Recall that high priority background tasks in RTX must be self-blocking. Downgrading own priority (os_tsk_prio_self) is a way to achieve this.
11. Come back to the code editing mode and in the main.c tab, put os_tsk_prio_self(1) back, and press F2 to see the bookmarked line of LED_priority. Try to change the sequence of the LED_priority array, for example, LED_priority[4]={4,1,2,3};   rearrange the sequence only. Run the program and check the end_time, is it faster?
Around 0.26s. So around 0.05s faster than the default setting. As a matter of fact, any other priority setting will improve the timing.
12. Is that the optimal priority setting? Try some other settings randomly, record the combinations you have tried and note the best priority setting among them.
1,4,2,3 around 0.23s
3,1,2,4 around 0.23s
3,4,2,1 around 0.29s
1,2,3,4 around 0.2s
Actually the optimal setting is 1,2,3,4.
13. At this point, you should be able to see the relation between your priority setting and the LED preference of the program. Try to explain how it works by either checking the code or moving on to the next step.
The LED task with highest LED preference runs longest. Try to avoid those and run more low LED preference task is a good idea.
14. Now modify the MAX_COUNT constant from 100 to 10000 (should take less than 1 minute to finish). Try the best setting you have from Q12 or Q13; how long does that take to finish the entire program? 
For example, if the best setting you get from Q12 is 1,4,2,3, then the end time is around 24s.
15. Enable the random coefficient generator by setting COEFFICIENT_RAM_GEN to 1. Rerun the program several times with the same setting as you did in Q14 and record the end_time; are they the same or similar? Is your setting still a suitable option with a random generated program preference?
End_time varies between 20s and 30s. Check the LED_preference through the watch window, you will be able to predict if your setting will perform well or not in that specific run. In most cases, it takes more than 23 seconds to finish, which means this is probably a less good option to tackle the unpredictable preference problem.
16. Now disable the random coefficient generator and enable the ML, which is an adapter algorithm that can help the dispatcher to learn about the preference and dynamically adjust the led priority to the optimal level. You need not concern yourself with the detail of how it works during this lab. Now run the program and monitor the LED_priority array through the watch window. What is the final result of the LED_priority and end_time?
The learned outcome is {1,2,3,4}, in some cases, may be {1,2,4,3}. End_time is around 22seconds.
17. Now disable the ML and statically assign the learned priority value from Q16 to LED_priority, and rerun the program. Does that improve timing?
It takes around 21 seconds to finish. So the ML program is around 1 second slower than the optimal case. The ML algorithm tries to identify the best priority setting at the expanse of some timing performance.
18. Enable both ML and coefficient generator and rerun the program for several times. Check if the performance is consistently close to optimal.
Yes, the end_time is usually around 22 seconds. This may not be the optimal result, but it can deal with the random situation with a satisfactory performance.
19. (Optional) If your colleague finds that the called times for a LED task is unexpectedly high (for example, should be 600, but actually 834), what would you suggest to help investigate the problem?
Use the Event Viewer to zoom in the timing behaviour of that task, and pay attention to the transitions from that task to other tasks or from other tasks to that task.
20. (Optional) Your colleague decides to investigate the problem through the Event Viewer and here are two snapshots of what happened:
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What would you suggest to tackle the problem?
It seems that task LED 6 is being constantly interrupted by other LED tasks and then resumes its own execution. It may be a good idea to start from investigating what causes these transitions; most likely an incorrect way of giving up execution or wrong priority adjustment. 
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|__task void Tsk LED(void *colour){

Gpio_set_mode (LED[ (* (int *)celour)],Output);
| waile(Dt
//Turn on the LED
Gpio_set (LED[ (*(int *)colour)],1);
/Do some computation
Delay((int) ((rand() § RDIV*RAMT + RMIN))* (LED_preference[(*(int *)colour)]));
//Tuzrn off the LED
Gpio_set (LED[ (*(int *)colour)],0);
/Do some computation
Delay((int) ((rand() § RDIVRAMT + RMIN))* (LED_preference[(*(int *)colour)]));
//Readusust self priority
os_tsk_prio_self(1):
//Give up carrent comtrel section
os_tsk_pass();
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